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Ⅰ. Introduction

Mobile computing has become ubiquitous in to-

day's digital landscape, with an increasing number of

devices and applications requiring seamless con-

nectivity and on-the-go access to resources[1,2]. This

proliferation of mobile devices, coupled with the ad-

vent of edge computing paradigms, has paved the way

for a new era of computing where data processing

and storage capabilities are distributed closer to the

point of generation, enabling low-latency and con-

text-aware services[3]. However, the effectiveness of

edge-cloud systems heavily depends on the resilience

and efficiency of mobile nodes operating within these

environments[4,5].

In traditional edge computing scenarios, edge nodes

are typically stationary entities deployed at fixed loca-

tions within a network. However, the emergence of

mobile edge computing (MEC) introduces a paradigm

shift by allowing edge nodes to exhibit mobility[6,7].

This enables dynamic computing resource reconfigur-

ing based on changing environmental conditions, user

demands, and network topology. This mobility con-

cept adds a layer of complexity and opportunity, pre-
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In In edge-cloud environments, mobile nodes face significant challenges due to their mobility and the

distributed nature of the environment. The unstable communication links between mobile nodes and the cloud

often lead to frequent disruptions in connectivity, posing obstacles to seamless operation and service delivery.

Effective energy management strategies are crucial to address these challenges and ensure the long-term

viability of mobile nodes. In this paper, we propose an architecture for energy-aware resilience in edge-cloud

environments for a standalone mobile node in an edge-cloud environment that can operate seamlessly in the

connection disruption from the cloud. Our architecture leverages machine learning-based energy consumption

prediction techniques to forecast energy consumption patterns while considering dynamic network conditions. In

addition, we propose a threshold-based control policy for autonomous node resilience, enabling mobile nodes to

adaptively adjust their operations in response to fluctuating energy levels and network conditions of edge

environments. Through proactive energy management strategies, such as workload autoscaling with energy

awareness, we aim to minimize energy consumption and maximize node survival time, particularly under

constrained conditions. Experimental evaluations demonstrate the efficiency of our proposed approach in

extending node longevity and ensuring reliable operation in dynamic and resource-constrained edge-cloud

environments.
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senting new challenges and possibilities for designing

resilient and energy-efficient systems.

Energy-aware resilience in mobile edge computing

becomes particularly pertinent in dynamic environ-

ments where edge nodes may relocate frequently by

moving[8-10]. Energy consumption is a critical concern

for mobile devices, as limited battery life constrains

their operational capabilities and longevity. Moreover,

unstable communication links between mobile nodes

and the cloud hinder seamless connectivity, leading

to frequent disruption[11].

Implementing mobile edge nodes in dynamic envi-

ronments necessitates a new architectural framework

capable of accommodating node mobility while meet-

ing the requirements of energy-aware resilience.

Despite the growing interest in mobile edge com-

puting and energy-aware resilience, several limitations

persist in current research efforts. In mobility manage-

ment, numerous studies have explored techniques for

enhancing the mobility of nodes within edge-cloud en-

vironments[12,13]. These approaches have focused on

mobility prediction algorithms to anticipate the move-

ment patterns of mobile nodes and optimize resource

and service allocation accordingly. Similarly, in en-

ergy optimization, numerous strategies have been pro-

posed to mitigate energy consumption[14,15] and pro-

long the battery life of mobile nodes[16]. However,

these studies lack connection status consideration,

which is the main characteristic of a mobile node in

an edge-cloud environment. It can interrupt the con-

nection process between mobile nodes, reducing the

node's life and changing the energy consumption

process.

The motivation behind this research stems from the

pressing need to develop comprehensive solutions that

address the challenges posed by mobility, energy con-

sumption, and resilience in the mobile edge-cloud

environment. By advancing the state-of-the-art en-

ergy-aware resilience strategy and architectural design

for mobile edge nodes, we aim to contribute to design-

ing an architecture for supporting emerging applica-

tions in areas such as the military, where mobile nodes

operate under stringent energy constraints, necessitat-

ing effective energy management strategies. The con-

nection between these mobile nodes and cloud com-

puting servers is usually disrupted due to unstable net-

work conditions at edge environments.

In this paper, to address the energy consumption

problem from network conditions of edge environ-

ment, we propose leveraging machine learning techni-

ques to enhance the adaptability and efficiency of en-

ergy consumption prediction in mobile edge comput-

ing environments. In addition, the mobile edge node

is provided with the self-management concept for re-

silience that can autonomously perform recovery ac-

tions independently without a direct connection from

the cloud server. We also propose a threshold-based

control policy mechanism for node resilience that can

control the node's operation under different remaining

energy levels to minimize the node’s energy con-

sumption and survival time. Self-management mobile

edge nodes empower to adaptively manage energy re-

sources and optimize performance in dynamic and re-

source-constrained edge environments.

Through experimentation and validation, we seek

to demonstrate the effectiveness of our proposed ap-

proach in prolonging node longevity, minimizing en-

ergy consumption, and maximizing system resilience.

In summary, our contributions to this paper are as

follows:

∙Propose an energy-aware resilience architecture

for mobile edge nodes, leveraging machine

learning to predict energy consumption and con-

sidering network connection status in unstable

edge environments.

∙Propose a threshold-based energy control policy

at the self-management mobile edge node, which

can be configurable to node energy character-

istics and automatically adjust the node's oper-

ation by executing resilience actions such as

workload autoscaling to minimize the node’s en-

ergy consumption and increase its survival time.

The remainder of this article is organized as follows:

Section II presents our proposed architecture and main

components, followed by the contribution and sig-

nificance of this work. Section III provides our setup

for stimulation and experiment setup to evaluate the

proposal, along with our experiment results, then fol-

lowed by a conclusion and future work in Section IV.
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Ⅱ. Design of Energy-Aware Resilience 
for Mobile Node in Edge-Cloud 

Environment

This section presents components of the proposed

architecture with energy-aware resilience based on

machine learning for mobile edge nodes. We also il-

lustrate design choices, requirements for the model

machine learning and energy consumption/remaining

prediction mechanism, and an auto recovery strategy,

which aims to enable the adaptive resilience of mobile

nodes.

2.1 Overview of System Architecture
Figure 1 depicts the proposed architecture. The ar-

chitecture for energy-aware resilience in mobile no-

des, integrating cloud and edge components, is struc-

tured to optimize energy usage and ensure system re-

silience in dynamic mobile computing environments.

Several modules are deployed at the edge to mon-

itor and manage mobile node operations efficiently.

Monitoring Agents: the edge infrastructure hosts mon-

itoring agents, including the Node Energy Collector,

Node Resource Collector, and Node Connection

Status Collector. These agents continuously gather re-

al-time data on energy consumption, resource uti-

lization, and network connectivity status, providing

crucial insights into the health and performance of

mobile nodes.

Energy-Aware Policy Agent: Configurable from the

cloud, the Energy-Aware Policy Agent is responsible

for determining decision actions based on mobile no-

des' health status and energy levels. By analyzing col-

lected data from monitoring agents and applying pre-

defined policies or machine learning models, this

agent dynamically adjusts node configurations and be-

haviors to optimize energy efficiency and maintain

resilience. In addition, these policies and trained mod-

els are updated regularly after the training process on

the cloud with the newest collected data to ensure ac-

curacy and minimize errors affecting prediction

results.

Workload Autoscaler: The Workload Autoscaler

module dynamically scales the computational work-

load of mobile nodes based on demand and resource

availability. Leveraging insights from monitoring

agents and energy-aware policies, this module adjusts

the allocation of computational resources to match

changing workload requirements, ensuring efficient

resource utilization and minimizing energy wastage.

The edge components interact with the cloud part,

which serves as the central management and deci-

Fig. 1. Energy-aware Resilience for Mobile Node in Edge-Cloud Environments.
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sion-making hub.

Mobile Code and CloudCore Connection Mobile

nodes connect with the cloud through the Mobile

Code and CloudCore interface. This connection facili-

tates communication, data exchange, and coordination

between mobile nodes and the cloud-based infra-

structure, enabling seamless integration and collabo-

ration across distributed environments.

Energy-Aware Operation Support Modules: These

modules support energy-aware operations by manag-

ing node agents and data. Node Agent Management

oversees the deployment and configuration of mon-

itoring agents, while Node Data Management handles

energy, resource, connection status data, and workload

profiles.

Node Remaining Usage Life Management: A crit-

ical module in the cloud part, Node Remaining Usage

Life Management predicts the remaining energy of

nodes and determines suitable recovery policies. This

module triggers appropriate actions to ensure con-

tinued operation and resilience by analyzing node data

and applying recovery policies.

In this paper, with the implementation, we empha-

size scaling in action, particularly scaling workload

on current edge nodes. The architecture's ability to

dynamically adjust workload allocation based on re-

al-time data and predictive analytics enables efficient

resource utilization and energy management. In sum-

mary, the architecture for energy-aware resilience in

mobile nodes leverages machine learning and dynamic

resource management to optimize energy con-

sumption, ensure system resilience, and facilitate effi-

cient workload scaling.

2.2 Data Monitoring
In our proposed architecture for energy-aware resil-

ience in mobile nodes, efficient data monitoring at the

mobile node is crucial for gathering real-time insights

into energy consumption, resource utilization, and net-

work connectivity status. This description outlines the

mechanisms, cycle, and collection/storage mechanism

employed for data monitoring, especially in scenarios

where the connection is disconnected from the anchor

node. The data monitoring mechanism at the mobile

node operates through specialized monitoring agents

deployed within the node's software infrastructure.

These agents are responsible for continuously collect-

ing, processing, and transmitting relevant data metrics

to the cloud-based management layer for analysis and

decision-making. The monitoring agents include the

Node Energy Collector, which monitors the energy

consumption of the mobile node, capturing fluctua-

tions in power usage over time. Node Resource

Collector: Tracks resource utilization metrics such as

CPU usage, memory usage, and storage capacity, pro-

viding insights into the node's computational

workload. Node Connection Status Collector:

Monitors the mobile node's connectivity status and

network conditions.

When the mobile node becomes disconnected from

the anchor node or experiences intermittent con-

nectivity issues, a robust collection and storage mech-

anism is employed to prevent data loss and ensure

data integrity. The mobile node utilizes local storage

resources to buffer collected data during periods of

disconnection, using techniques such as circular buf-

fers or temporary caches to manage storage

efficiently. Once the connection is restored, the buf-

fered data is transmitted to the cloud-based manage-

ment layer, ensuring the continuity of the data mon-

itoring and analysis process.

2.3 Energy-aware Scheme for Mobile Node
This section presents the proposed energy con-

sumption prediction techniques based on the

Long-Short Term Memory[17] model to predict the re-

maining energy at the edge node when it connects

to the anchor node to check its health.

2.3.1 Node Energy Consumption Consideration

Many studies have been conducted on building a

node's energy consumption model for this is-

sue[15,16,18,19]. Therefore, in this study, we propose to

consider the simplest power consumption model with

energy factors affecting the operation and lifespan of

mobile nodes while operating in an edge environment

with dynamic network conditions.

At any given time t, the remaining energy of the

mobile node is determined by the following:
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(1)

The energy consumption can be calculated by:

(2)

In which, and represent the energy con-

sumed for data transmission. signifies the energy

used for processing tasks, denotes the energy re-

quired to maintain an idle state of the node,

accounts for connection establishment or re-establish-

ment energy, and represents the energy ex-

pended due to node moving.

In the dynamic landscape of edge-cloud environ-

ments, understanding the intricacies of mobile node

behavior and workload characteristics is crucial for

devising effective energy-aware schemes. By compre-

hensively characterizing mobile nodes and the work-

loads they undertake, we can meticulously manage en-

ergy consumption associated with data transmission,

workload processing, and idle states. However, the un-

predictable nature of network conditions in unstable

edge environments introduces significant challenges.

Frequent disconnections and reconnections between

mobile nodes and anchor nodes escalate energy con-

sumption, while node mobility further compounds the

energy overhead. These factors emerge as critical de-

terminants in crafting resilient energy-aware archi-

tectures for mobile nodes in edge-cloud environments.

Mitigating network instability's adverse effects and

node mobility is paramount in optimizing energy uti-

lization and enhancing system resilience. Therefore,

in this paper, we propose utilizing machine learning

techniques to predict mobile nodes' energy con-

sumption (node's energy remaining).

2.3.2 Machine Learning-based energy

consumption prediction

In this paper, we propose using the

Long-Short-Term Memory model (LSTM) for energy

consumption prediction. LSTM, a recurrent neural

network[21](RNN), is well-suited for sequential data

modeling, making it ideal for capturing temporal de-

pendencies in energy consumption patterns. Unlike

traditional RNNs, LSTM networks can effectively ad-

dress the vanishing gradient problem and retain

long-term dependencies through their gated archi-

tecture, including forgetting, input, and output gates,

as shown in Figure 2.

The LSTM model's ability to capture short-term

fluctuations and long-term trends in energy con-

sumption dynamics aligns well with the requirements

of edge-cloud environments characterized by inter-

mittent network connectivity status and varying work-

load demands.

In this paper, the LSTM model integrates two cru-

cial metrics as input: node connection status data (N),
which is the number of times that the mobile node

disconnected from the cloud nodes in the monitoring

time interval, and the node energy remaining data at

a time (−1). Including these metrics is essential for

capturing the dynamic interplay between network con-

nectivity and energy utilization, significantly impact-

ing mobile nodes' energy dynamics in edge-cloud

environments. Node connection status data serves as

a proxy for network stability and reliability, influ-

enced by factors such as energy consumption for con-

nection establishment (​ This metric provides

valuable insights into the temporal variability of net-

work conditions, enabling the LSTM model to adjust

its predictions adaptively based on evolving con-

nectivity patterns. Additionally, incorporating the

node energy consumption data at time (t−1) allows

the LSTM model to leverage historical energy usage

information to forecast future energy levels. By con-

sidering the energy remaining in the previous time

Fig. 2. Structure of LSTM model[20]
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step, the model can capture temporal dependencies

and trends in energy consumption dynamics, thus en-

hancing the accuracy of predictions. The output of the

LSTM model is the predicted energy remaining of the

mobile node at the next time step. This predicted value

serves as a critical input for the threshold-based con-

trol policy to enhance node resilience. By proactively

estimating the energy level of the mobile node, the

model enables timely decision-making regarding node

management strategies.

Integrating the LSTM-based energy consumption

prediction model with a threshold-based control policy

enables proactive energy management and resilience

enhancement for mobile nodes in edge-cloud

environments. The model's adaptive nature facilitates

real-time decision-making, mitigating the adverse ef-

fects of uncertain factors such as network instability

and energy constraints on node performance and

longevity.

2.4 Threshold-based Control Policy for Node 
Resilience

In this section, we present a proposed method for

auto-resilience of nodes in an energy-aware edge

cloud environment, leveraging the predicted values

obtained from the LSTM model. Given our under-

standing of the characteristics of mobile nodes and

their energy consumption patterns, we can define

thresholds for key actions, namely, staying at the cur-

rent location, moving to an anchor node, and workload

scaling, to minimize energy consumption while ensur-

ing node resilience. The proposed mechanism for

threshold-based policy control is outlined as follows

in Figure 3.

To determine what actions should be taken, the

threshold-based control policy relied on the Node’s

energy reduction ratio following:

(3)

Assume that we need an arbitrary percent of the

total energy from the node’s battery, which is the min-

imum for keeping ping node survival in strict

conditions. Then, in this proposal, control thresholds

for mobile nodes can be defined following as: (i)

T1: If the node's remaining energy reaches this thresh-

old, the policy agent will take action to keep the node

at its current location. Then, the mobile node will re-

main at its current location to conserve energy and

avoid unnecessary movements. (ii) T2: Another thresh-

old determines when the node should initiate move-

ment towards an anchor node or energy source. If the

predicted energy remaining falls below this threshold,

indicating imminent energy depletion, the node will

proactively relocate to an anchor node to replenish

its energy reserves. (iii) T3: Similarly, this threshold

is set for workload scaling based on predicted energy

levels. When the predicted energy remaining crosses

a predefined threshold, the node may dynamically ad-

just its workload to minimize energy consumption, re-

distributing processing tasks or reducing computa-

tional intensity.

By employing this threshold-based control policy,

mobile nodes can autonomously manage their energy

resources, optimizing energy utilization while ensur-

ing resilience in dynamic edge-cloud environments.

The algorithmic approach facilitates proactive deci-

sion-making, enhancing system efficiency and pro-

longing the operational lifespan of mobile nodes.

Ⅲ. Experimental Evaluation

This section presents the experiments to simulate

Fig. 3. Threshold-based control policy for auto resilience
strategy
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edge-cloud scenarios, considering the network un-

stable factor and node energy consumption.

3.1 Experimental Setup
First, we have acquired real data on energy con-

sumption from the Volvo electric bus in Gothenburg

– Sweden[22] to incorporate into our experiment. The

energy consumption pattern of the electric bus is

shown in Figure. 4. This dataset was collected from

buses running in real-world conditions. The bus route

encompasses twelve stops, mirroring the movement

and stopping behavior of the mobile edge nodes under

our consideration. Furthermore, various influencing

factors, such as curb weight, payload, powertrain con-

figuration, and weather changes, are similar to mobile

edge nodes' characteristics, including dynamic work-

load deployment, network connection status, and dis-

tance moved. We, therefore, retrieve this real data for

training and validation of the LSTM model for energy

consumption prediction and to employ the predicted

value in the evaluation of the threshold-based node

resilience schemes, with further processing by map-

ping to the remaining energy of the node correspond-

ing to network connection status, as shown in Figure.

5.

In the experiment setup, we utilize a dataset with

two main metrics: node energy remaining over time

and network connection status. The node energy re-

maining data consists of 320 data points inferencing

from real energy consumption data patterns of the

electric bus dataset, with the energy level decreasing

from 100 to 0. The network connection status is repre-

sented by STABLE (indicated by a pulse signal of

1) and Unstable (indicated by a pulse signal of 0).

To augment the dataset and enhance its robustness,

we employ bootstrapping techniques. Bootstrapping

involves resampling the original dataset with replace-

ment to create multiple new data points. In this case,

we perform bootstrapping four times, generating addi-

tional data instances while preserving the underlying

characteristics of the original dataset. Following the

bootstrapping process, we split the augmented dataset

into training and testing subsets using a ratio of 70:30.

The training data, comprising 70% of the total dataset,

is used to train the LSTM model for energy con-

sumption prediction. Meanwhile, the testing data, con-

sisting of the remaining 30% of the dataset, is reserved

Fig. 4. Energy consumption pattern of the electric bus
from the real environment[22]

Fig. 5. Connection Status and Remaining Energy data pattern at Mobile Node
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for evaluating the performance of the trained model.

3.2 Experimental Results

3.2.1 Prediction Performance

In the first experiment, we evaluate the perform-

ance of the LSTM model for energy consumption pre-

diction using two key metrics: Mean Squared Error

(MSE) and Mean Absolute Error (MAE). These met-

rics provide insights into the accuracy and precision

of the model's predictions compared to the ground

truth energy consumption values.

(4)

Where N is the number of data points, yi is the

actual value of energy remaining of the mobile node

for the ith data point, and ŷi is the predicted value

of the remaining energy using the LSTM model.

Additionally, we compare the performance of the

LSTM model with other baseline models, including

Artificial Neural Networks[23] (ANN), Gated

Recurrent Units[24] (GRU), Autoencoders[25], and

Variational Autoencoders[25] (VAE). The result is

shown in Table I.

Table I shows that LSTM has the lowest MSE

(0.1276), and MAE (1.0233) values compared to other

models. This shows the relative effectiveness of the

LSTM model in capturing the temporal dependencies

and nonlinear relationships inherent in mobile nodes'

energy consumption patterns with network connection

status in edge-cloud environments.

Metrics ANN GRU AE VAE LSTM

MSE 0.836 0.701 0.424 0.264 0.1276

MAE 3.127 2.922 2.634 2.223 1.0233

Table 1. Comparison of Energy Prediction Performance
between models over MSE and MAE

3.2.2 Energy-Aware workload scaling for

minimizing energy consumption of mobile

node

In this experiment, we measure the energy effi-

ciency achieved by the threshold-based control policy,

quantifying the energy saved through proactive en-

ergy-aware resilience management strategies such as

staying at the current location, moving to anchor no-

des, and scaling workload.

In the second experiment, we focus on assessing

the energy efficiency of mobile nodes through en-

ergy-aware workload scaling strategies, particularly

when nodes run under low-energy conditions (defined

as energy remaining <20% (T3) of total node energy

capacity). The experiment evaluates the node's ability

to improve energy consumption by implementing dif-

ferent scaling strategies in response to dwindling en-

ergy reserves. We consider three distinct workloads,

labeled A, B, and C, each characterized by their en-

ergy consumption rate per unit of time and the number

of replicas needed to sustain it, as shown in Table

2. Workloads A, B, and C represent varying computa-

tional intensities and resource demands, reflecting re-

al-world scenarios in edge-cloud environments such

as data processing, transmission, and storage.

When the node's energy level falls below the 20%

threshold, showing a critical energy state, the experi-

ment triggers energy-aware workload scaling to mini-

mize energy consumption. In this experiment, we

evaluate three scaling strategies, including (i) Step
Scale: This strategy involves gradually reducing the

number of replicas by one unit in each scaling cycle,

aiming to incrementally adjust the workload to con-

serve energy resources while maintaining operational

functionality. (ii) Scale to Minimum: In this strategy,

the node simultaneously scales to the minimum num-

ber of replicas required to sustain the workload, mini-

mizing energy consumption and avoiding unnecessary

resource allocation. And (iii) No Scale: Under this

strategy, the node keeps the current number of replicas

without initiating any scaling actions. The result is

shown in Figure 6.

As shown in Fig. 6, the energy remaining in the

blue line reduces quickly over time and reaches zero.

Workload
Energy consumes.

(energy unit per time)
Initial replicas

A 0.2 3

B 0.4 3

C 0.1 3

Table 2. Workload’s energy consumption characteristic.
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In this case, the number of replicas stays unchanged;

therefore, the node's energy consumption drops rap-

idly if no scaling strategy exists. On the contrary, the

red and green lines apply scale-to-minimum and step

scale, respectively. We can see that the blue and red

lines have a negligible difference in the node’s re-

maining energy after 24 time units, which is above

10% enough to keep the node alive or move to the

nearest anchor. Without applying the scale-in policy

(blue line), a node's energy can drop rapidly if it is

in a low-energy state. By implementing these scaling

strategies and monitoring energy consumption pat-

terns, we can optimize energy utilization and prolong

the operational lifespan of mobile nodes in low-energy

scenarios.

3.2.3 Threshold-based Energy-aware control

policy for increasing node survival time

Finally, we investigate the effectiveness of a

Threshold-based Energy-aware policy in increasing

the survival time of mobile nodes under low-energy

conditions. The experiment aims to show the impact

of policy-based energy management on node lon-

gevity compared to scenarios without policy

intervention.

To experiment, we deliberately reduce the energy

consumption of mobile nodes to critically low levels,

simulating challenging operating conditions where no-

des operate near the lower bounds of their energy re-

serves―reducing threshold T1 (20% of total node en-

ergy) to start scaling with step scaling and leading

to threshold T3 (5% of total node energy) to keep

the node in the current location and going in idle

mode. This reduction in energy availability is a stress

test for evaluating the resilience and survivability of

mobile nodes in energy-constrained environments.

Then, we compare two scenarios with and without

threshold-based energy-aware control policy.

The comparison results are shown in Figure 7,

where we can see that the node's energy begins to

decrease rapidly when the remaining energy is below

20% without applying the scaling strategy (orange

line). As a result, the node's lifespan ends prematurely

at about 250 time intervals. On the other hand, node

lifetime is improved when the threshold-based en-

ergy-aware control policy is applied, as shown on the

blue line. The node's remaining energy is maintained

with a step-scale-in strategy, extending the node's life-

span to the lowest threshold (5% of total node energy)

as defined by the cyan line. The node's energy re-

mains at this level, ensuring minimum operations of

the mobile node to locate and intervene in case of

need. In addition, preliminary results indicate that mo-

bile nodes equipped with the threshold-based en-

ergy-aware policy exhibit significantly longer survival

times than nodes operating without policy

intervention. Specifically, the policy-based control

mechanism increases node survival time by 80-time

units, highlighting the tangible benefits of proactive

energy management in enhancing node resilience and

Fig. 6. Node’s Energy remaining with different workload scale-in strategies
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prolonging operational lifespan under low-energy

conditions.

Ⅳ. Conclusion and Future Works

In the context of mobile edge-cloud environments,

the seamless operation of mobile nodes is crucial for

various applications, from IoT (Internet of Things) to

military operations. However, these nodes' inherent

mobility and the environment's dynamic nature pose

significant challenges to node resilience. In this study,

we proposed an energy-aware architecture for enhanc-

ing mobile nodes' resilience and energy efficiency in

edge-cloud environments. Leveraging machine learn-

ing-based energy consumption prediction techniques

and threshold-based control policies, our architecture

enables adaptive energy management and optimizing

node performance in dynamic conditions. Through ex-

perimental evaluations with the data from a real-world

environment, we demonstrated the effectiveness of

our approach in prolonging node longevity and mini-

mizing energy consumption under varying workload

demands and network conditions. Our results under-

score the importance of proactive policy-based control

mechanisms in ensuring continuous and reliable oper-

ation of mobile nodes in edge-cloud environments,

laying the groundwork for resilient and efficient

edge-cloud systems supporting diverse applications.

In future research, we will explore advanced opti-

mization techniques to enhance energy efficiency

within mobile edge-cloud environments. This explora-

tion may encompass refining and developing mecha-

nisms tailored to optimize energy consumption pat-

terns dynamically. Additionally, we aim to investigate

the integration of context-awareness techniques to fa-

cilitate adaptive node behavior. These techniques may

include using Reinforcement Learning (RL) algo-

rithms, which enable mobile nodes to learn and adapt

their actions based on environmental and performance

feedback. By incorporating context awareness into our

architecture, we look to enhance the adaptability and

resilience of mobile nodes, enabling them to respond

intelligently to changing network conditions and

workload demands.
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